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Executive Summary

The Army's Future Combat System (FCS) is an emerging concept for development of the future full-spectrum force.  FCS will exploit leap-ahead technologies, innovate on tactics and organization, and extend effectiveness to a broader set of missions.  

The analytical/synthetic environment needed to provide  FCS decision makers with tools to address the complex dimensions of this program will push the current state-of-the-art of modern representational and analytical technologies. DOE Laboratories have achieved unprecedented developments in modeling, simulation, and analytical technologies that are relevant to the FCS analytical tasks.  

This paper provides first order descriptions of these DOE  technologies, presented in the context of a recommended FCS analytical plan. This overview is designed to enable the Army to leverage applicable DOE modeling, simulation and analytical technologies for the FCS program.  Further, incorporation of DOE MS&A technologies and capabilities into Army programs will facilitate integration of other DOE technologies into the FCS program. 
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1 Overview

In order to explore innovative concepts  for the Future Combat System (FCS), the joint Army-DARPA FCS program team  must rely heavily on an effective analytical environment to support programmatic decisions. This paper describes existing and proposed DOE Laboratories’ modeling, simulation and analytical (MS&A) capabilities applicable to this environment.  These DOE MS&A capabilities for FCS are presented in a requirements-based approach. This paper contains the following sections:

1. Overview

2. DOE Modeling, Simulation, and Analysis Investments

3. Requirements

4. Recommended Analytical Plan

5. Modeling, Simulation and Analysis Strategy

6. Analytical Technologies

7. Modeling & Simulation Technologies

8. Potential Collaborations

9. Summary
The concept of a FCS is central to the Army’s vision for a rapidly deployable, full spectrum force capable of meeting future ground warfare challenges facing theater CINCs. FCS mission needs and program requirements are under development.  Modeling and simulation technologies  will be critical to the success of the FCS program since its development will be centered on new and  emerging technologies. DOE has made significant investments in M&S technologies that can contribute to successful execution of a simulation-based acquisition process for this system. FCS development involves identifying new concepts that will provide the Army leap-ahead capabilities. The cornerstone of the future full spectrum force is the Brigade Combat Team (BCT).  Its operational and organizational (O&O) concept, analytical plan, and on-going analysis, will serve as a baseline context for FCS analysis.  The longer-term FCS concept development and evaluation must build on the BCT baseline. For the BCT baseline, the analytical challenges are calculating the expected benefits and costs (as well as uncertainties; e.g., in technology insertion and schedule) of proposed incremental enhancements based on the O&O concept and using defined scenarios.  These challenges are currently being addressed by Army agencies.  DOE Laboratories must be aware of the baseline effort to ensure continuity into the FCS development.  There may be near-term opportunities to exploit existing DOE MS&A capabilities to meet BCT analytical challenges.

The longer-term FCS analytical plan involves more complex challenges. A large number of rough operational concepts must be sorted and assessed.  These concepts involve not yet fully developed doctrine, organizational structure, technologies, and systems.  In addition, scenarios will cover more missions, options, and contingencies.  DOE MS&A capabilities provide essential elements to meet these challenges.  DOE MS&A capabilities described below focus on a recommended analytical plan and suggests a strategy for using M&S technologies to support FCS concept development and evaluation. 

2 DOE Modeling, Simulation and Analysis Investments

The DOE National Laboratories have a long history of active contribution to the theory and practice of the modeling, simulation, and rigorous analysis of complex physical systems. These contributions span the spectrum from physics and fundamental phenomenology models, full product life cycle representations for stockpile elements, to synthetic environments for experimental operations. The Laboratories capabilities in the areas of modeling, simulation, and analysis enable them to solve complex technical challenges by combining fundamental theory with the power of high-performance computing to model a broad range of complicated biological, chemical, and physical processes. Success in these endeavors is the result of creating an environment in which scientists can simulate nature in its most challenging aspects through theoretical analyses and the processing, transmitting, and visualizing vast quantities of information.

The DOE, responding to the U.S. commitment to ending underground nuclear testing and recognizing constraints on non-nuclear testing, is aggressively developing new technical means to support the maintenance and verification of the US nuclear stockpile. Enhanced modeling and simulation capabilities, leveraging dramatic advances in computation, are crucial to the analysis-based efforts to understand and maintain the existing stockpile. 

The DOE commitment to modeling and simulation is exemplified by the Accelerated Strategic Computing initiative (ASCI). This program is focused on developing the high performance computational capabilities required to support the certification of the stockpile in the absence of testing. The ASCI program, a U.S. government and industry collaboration, is developing the world’s fastest and most powerful modeling and simulation capabilities. These are in turn being applied within a virtual testing regime for the maintenance of the nuclear weapons stockpile. Included in this collaboration are high-performance hardware and software, advanced software applications representing detailed models of physical elements and processes, and a broad range of supporting technologies ranging from advanced 3-D numerical and statistical methods for the quantification of uncertainty to innovative information visualization technology. In short, the goal is high fidelity, physics-based computer simulations of physical phenomena executing at a sustained level of 100 trillion operations per second by the year 2004. 

The ASCI program and related computational activities, with a combined budget in excess of $650 million in FY00, will yield unprecedented modeling and simulation capabilities in the DOE national security laboratories. These capabilities will enable scientists and engineers to study and understand complex physical phenomena in computer simulations at levels of detail not previously possible.

3 Requirements

The BCT operational requirements drive the overall analysis issues and these, in turn drive requirements for  the FCS and its supporting modeling and simulation technologies. The BCT O&O concept and ongoing analysis will provide the FCS analytical baseline requirements set.  In this section, requirements are briefly reviewed.

3.1 Mission Needs Statement (MNS)

The MNS describes the needs for a force structure and organization that is more rapidly deployable, mobile, lethal, and survivable than existing forces. It will operate in small-scale contingencies to prevent, contain, stabilize, or terminate a crisis. It will be capable of stability and support operations, serving as a guarantor and protector of joint or coalition forces. It may also serve as a buffer force to separate belligerents. Also, the force will be employed, possibly with augmentation, as an element attached to a division in a major theater war. It must be capable of operating as a brigade of the division including conducting supporting attacks. Other missions include economy of force, reconnaissance, screening, and limited security actions.

3.2 Brigade Combat Team

The BCT is conceived as a medium weight, readily deployable, combat unit designed to better  respond to small-scale military contingencies.  The BCT must be more rapidly deployable, lethal, mobile, and self-sustaining than comparable existing forces.  It must also have capability to be integrated into task organizations for major theater wars and fight as part of a division.  The initial BCT structure is an interim solution.  BCT development will exploit available systems and technology insertions to achieve needed capabilities.  Over the longer term an advanced combat system, e.g., the FCS, is required for the BCT to fully achieve its envisioned role in the future force structure. 

3.3 Future Combat System 

The FCS is central to the Army’s vision for a new full-spectrum force. This FCS will exploit technologies to create a core system that ensures leap-ahead capabilities.  The FCS will be a key element of a force structure that is more strategically responsive, able to be operational in the area of operations quickly, and that can contain, deter, or resolve theater situations short of major war.  At the same time, the FCS, like the BCT, must retain capability as a key element in delivering decisive force for major theater wars.  It must be C-130 deployable. It must have increased sustainability, higher reliability, improved survivability, and decreased logistic requirements. It must exhibit commonality in platform, have embedded diagnostics, and maintain an open architecture for enhancements.  It also must have digital connectivity, support advanced direct fire weaponry, exploit multi-function sensors (including night vision and infrared), and support one or more capabilities such as indirect fire weapons, active protection, advanced armor, directed energy weapons, anti-tank missiles, anti-aircraft systems, and roller/plow operations.

4 Recommended Analytical Plan

In this section, we propose a notional approach to generating, evaluating, and assessing a large number of concepts for the FCS, where we use the term concept very broadly, to not only include systems (e.g., the network-centric FCS concept currently proposed as a basis) and technological concepts, but tactical, doctrinal, and organizational concepts. The potential of the new and emerging modeling, simulation and analytical technologies described herein enables a major paradigm shift in the manner in which a system is developed.  Heretofore, only a relatively small number of concepts for a system have been generated, evaluated and managed due to inherent limitations in the current process and technologies.  In the notional approach, thousands of concepts can be quantitatively assessed at a modest cost, but with the expected payoff of a significant mitigation of risk. Discussions on the applicability and desirability of this proposed plan can be held during the February 2000 workshop. 

We divide the notional plan into two tracks, a near-term track (Track I) focused on developing the interim concept represented currently by the BCT described above, and a long-term track (Track II) focused on developing the FCS concept and its requisite system, tactical, organizational, and technological concepts. The long-term track should also encompass the necessary decisions to transition from the near-term concept to the long-term concept, i.e., from the BCT initial and interim configurations to the BCT with FCS.

The recommended analysis plan consists of following the Concept Analysis Process, described below, in each of the phases of the FCS development program.  Each phase will use the same Concept Analysis Process pattern, but the details of the particular analysis process, the number and type of concepts to be analyzed, and the specific collection of models and simulations used within the phase will be dependent upon the nature of questions to be addressed.  The primary goal of the Concept Analysis Process is to generate,  evaluate and quantitatively assess concepts. These concepts then provide the focal point for discussion, assessment, and decision-making about the whole system.

The concept analysis process is designed to generate and evaluate the largest possible number of concepts, with the intent of discovering more viable concepts and encouraging progression through the evaluation process.  Concepts are models of a specific system, component, or subsystem, typically representing many interacting elements. Concepts can be evaluated by several means for the purpose of accruing information concerning weakness, strengths, range of applicability, and other characteristics. Generating and evaluating larger numbers of concepts serves as a risk mitigation measure, i.e., discovering unanticipated highly viable concepts and reducing the likelihood of erroneous decisions in system design and performance.  The current process of developing concepts is characterized by quickly driving to a small number of concepts based on subjective evaluations, and hence, the potential of losing valuable information and overlooking concepts that perform as well or better than the initially defined set.  However, with the technologies we are proposing, supported by advanced computing technologies, the number of concepts to be generated, evaluated and managed will be substantially greater than is currently performed.  

The process uses a combination of coarse-grain simulations, finer-grain simulations, virtual man-in-the-loop simulations, and expert judgement (typically elicited in seminars and wargames). Figure 1 depicts the overall concept analysis process, depicted as a modified version of the sieve strategy proposed for concept evaluation in Joint Experimentation. The role of fine-grain analyses, seminars, wargames, and virtual HITL(human in the loop) simulations is fully described in (Garrett and Resnick 1999) and will not be discussed here.

Phases within the overall process evaluate a concept using simulations, coarse-grain or fine-grain, within the context of one or more specified scenarios. Each phase is intended to eliminate concepts which perform poorly. Input from expert judgement, previous phases, requirements, or feedback from the current phase, indicated by the Input box, begins the process. The concept generation process is the next step.  This process could be a combination of efforts such as brainstorming and automated concept assessment using some of the advanced technologies mentioned below. For example, the FCS program office has suggested a network-centric type concept for initial evaluation - however, this notional base concept actually contains a large number of potentially different FCS configurations, generated by combining different subsystem concepts, such as propulsion, sensing and weapons.  We are proposing that a large number of these configurations could contain valuable information in regards to risk mitigation, possible threat countermeasures, etc..  Each of these different configurations, or concepts, would then flow into the concept evaluation or analysis process, and either fall out or continue based on its contribution.  

Coarse-grain analyses provide the foundation for the entire process, i.e., between each phase a set of coarse-grain analyses would be conducted for the purpose of evaluating, analyzing, and filtering the concepts generated in the previous phase.  Coarse-grain analyses are characterized by using a combination of coarse-grain models and simulations and expert judgement.  Coarse-grain models and simulations use simplified data, at a high resolution, i.e., down to the individual platform level, and are typically fast running, e.g., 1000's of simulations per hour, that facilitate the generation, and possibly automatic evaluation, of a large number of concepts over a wide variety of scenarios. Such models can also be combined with automated optimization and uncertainty analysis tools to provide a more complete picture of each concept’s performance under the full range of operational conditions, as well as the design tradeoffs that  might provide improved performance.

5 Modeling, Simulation, and Analysis Strategy

In this section a strategy to implement the recommended analysis plan is discussed that leverages existing and leap-ahead MS&A technologies. The recommended analysis plan is focused on key performance characteristics of the BCT with respect to military measures of effectiveness. In the analysis plan, Track I analysis focuses on a comparative analysis of a few (two to five) interim combat platform suites to comprise initial BCT organization and equipment. However, Track II, the analysis of FCS concepts, is a key area for exploiting National Lab contributions to modeling, simulation, and analysis. Modeling and simulation technologies will be developed for insertion in the ongoing analysis process for track II, both in concept generation, development, and evaluation. 

M&S technologies support both concept generation and concept evaluation within the concept analysis process. In concept generation, models and simulations enable virtual system descriptions using phenomenological and system engineering models to estimate subsystem and component performance characteristics. Cognitive modeling capabilities at the DOE National Labs will be employed to estimate the quality and reliability of human decisions and behaviors that the various concepts require.  For concept evaluation, simulation supports both a traditional, manual approach to the evaluation of a set of concepts, using comparative analysis techniques and a new approach that automates concept development and evaluation. This  technology is automated concept assessment, based on the Generative Analysis technology described in section 6. This approach relies on supporting simulation technologies such as composable simulations, intelligent agents, and distributed simulation, for its fullest realization as an analysis tool. Automated concept assessment is the cornerstone of the modeling and simulation strategy to achieve the goal of assessing a large number of potential concepts using coarse-grain analysis. 

Simulations can aid both in the generation and development of individual FCS concepts and in the evaluation of competing FCS concepts. In concept generation and development, system engineering and phenomenological models are used to describe the proposed components, subsystems, and subsystem elements. For example, in a passive protection system, material science codes predict the penetrability of armor as functions of munition type and incidence angle. The DOE National Labs have world premier material science models for these types of analyses. Other system components such as sensor can be modeled using phenomenological models for signal transmission, coherence, energy loss, and signal reception. Subsequent signal processing using advanced multiwavelet techniques provide superior target detection and identification algorithms. Advanced guns, robotics, and energy sources such as fuel cells are subjects of separate white papers, but each is amenable to modeling and simulation techniques for these components of a proposed FCS concept. M&S techniques can be used for engineering assessments of proposed designs, performance tuning of components or subsystems for better system integration, and optimization of  design parameters given appropriate constraints and system interrelationships.

Simulations will be used to evaluate proposed FCS concepts. At a minimum, the evaluation simulation, very probably an accredited military combat model, will provide a synthetic environment, combat scenario, and array of threat forces in which a FCS concept can be engaged in simulated military operations and its performance assessed in metrics of interest. In such a process, a candidate FCS concept is input to the simulation as a collection or model of related performance parameters and a set of operating procedures (standard operating procedures) that enable the system to react  to its perception of the environment. Also, a properly designed simulation can aid in performance tuning of a FCS concept by optimizing system performance parameters over a suite of scenarios. It is possible to allow the synthetic environment to represent an extrapolation of technology advances for known technologies. This aids in projecting system performance into the 2020-2025 time frame. At the same time it should apply constraints to FCS elements that depend on the advanced technologies, so that they adhere to the technology extrapolation and not exceed it.

Further, simulation can aid in developing standard operating procedures (SOPs) for a concept system, as well as examine organizational and structural issues. Given that the basic capabilities of a FCS system can be represented as a set of operational primitives, and that programs, sequences of operational primitive invocations, define SOPs, then evolutionary algorithms can be used to develop sets of SOPs. Similarly, organization and structure can be defined via a meta-model and allowed to evolve.  The value of allowing a computing system to develop SOPs and organization is that it makes no assumptions about what will work. Every program and structure is possible and the evolutionary mechanism continually explores the input space to achieve improvement. This enables the discovery of potentially important, but unforeseen and unanticipated, SOPs and organizations.

FCS concept evaluation will follow a process similar to that depicted in Figure 1. In conventional evaluation, FCS concepts will undergo a coarse-grain analysis and subsequent assessment using expert military judgement to weed out the less viable concepts. Surviving concepts are subjected to increasingly detailed simulation and analysis to yield a handful or fewer “best” concepts. In a new proposed evaluation process, the FCS concept is conceived as a collection of inter-operating components, where the interoperations are strictly defined. This meta-model of an FCS concept serves as a template for all candidates, and defines a space of all potential FCS concepts congruent to the meta-model. Under automated concept assessment, an FCS concept will be generated by the computer by filling in the variables of the meta-model and using the resulting configuration in an appropriate resolution level simulation to evaluate the concept according to the metrics specified. Using evolutionary computation algorithms such as genetic algorithms or evolutionary programming, the variables in the meta-model are varied in order to develop, or evolve, improved FCS concepts. Over time, the evolving concept will approach the optimum configuration. This is a radically different approach compared to the conventional evaluation process, but has the virtue of assessing a very large number of concepts and subjecting them to quantifiable, repeatable evaluation criteria. Technologies required to support automated concept assessment include composable simulations, generative analysis, intelligent behavior modeling, command and control modeling, and sensor fusion.

6 Analytical Technologies

Analytical technologies cover mathematical, computational and statistical techniques and tools that assist an analyst in answering a question, typically posed by key decision-makers in an assessment process. Depending on the complexity and context of the question, differing combinations of techniques and tools are usually required.  Each tool, technique and combination have varying strengths and weaknesses and having a varying combination of tools and techniques that adapt to the problem at hand is considered good practice.  What this means is that a program will not be able to pre-select all of the analysis technologies it requires, and that some of these techniques and tools will occasionally need to be customized, i.e., requiring specific additional development, to handle program-specific questions. We discuss in this section five key analysis technologies that should be part of any system concept exploration or acquisition program.  

6.1 Requirements to Support FCS

A key requirement is performing a comprehensive, evaluation of competing concept alternatives. This is feasible by using prototypical platform performance data as the basis of simulation-based evaluations using an accredited Army combat simulation. It is a requirement to analyze potential future combat environments which cannot be wholly anticipated, e.g., threat capabilities, new and emerging missions, and technology. It is also a requirement to assess FCS contribution to BCT mission capabilities and effectiveness.

6.2 Key Technologies

Within each category of Analytical technologies there are technologies that are considered key for the BCT and FCS analysis. Table I lists key technologies for each area. Each technology is more fully described later in this section.

Technology Area
Key Analytical Technologies

Information Integration
Expert elicitation, statistical and reliability analysis, and knowledge management techniques, risk assessment, design for reliability , information surety, human reliability analysis

Data Analysis
Data mining, reinforcement learning, design of  experiments, sensitivity and uncertainty analysis

Advanced Perceptualization
Semi- and fully immersive environments, holographic visualization

Optimization
Evolutionary algorithms, simulated annealing, natural algorithms, sustainment logistics

Nonlinear Dynamic Systems Analysis
Correlation integrals, Lyapunov spectrum analysis

Table I. Key analytical technologies for the future combat system.

6.2.1 Information Integration

Information Integration, also known as knowledge management and other names, is defined by a set of methodologies for knowledge acquisition, knowledge discovery, knowledge extraction, and advanced data analysis, to include knowledge visualization techniques.  Information and knowledge may come in various forms, to include elicitation from experts, from field experiments and from models and simulations.  Information integration methodologies attempt to harness all available information, while at the same time providing information concerning uncertainties associated with the information - which is usually dependent on how the information was acquired - and, subsequently, guiding the collection of additional information and knowledge.   Given the potential for generating tremendous amounts of information through the variety of means, information integration methodologies become a practical necessity.

Performance and Reliability Evaluation with Diverse Information Combination and Tracking (PREDICT) is a methodology developed at the National Laboratories and is currently in use by the DOE weapons program and industrial manufacturing. This information integration methodology provides a structured, quantitative approach for predicting complex system performance using state-of-the-art expert elicitation, statistical and reliability analysis, and knowledge management techniques. PREDICT is a relatively new methodology and received the prestigious R&D 100 Award in 1999.

PREDICT is used for predicting concept system performance and estimating reliability (under uncertainty) prior to prototyping, testing, or production. System performance is tracked from initial concept through its complete life cycle. Effects of design changes (e.g., improvements in reliability and/or reduction of uncertainty) can be made using the methodology prior to development.

The SuperCode systems analysis tool can be used as a platform to develop and implement process models for design and decision making problems.  SuperCode was developed for the DOE Magnetic Fusion Program.  Features of the SuperCode which aid in process modeling include: (1) nonlinear optimization (both Lagrangian and Genetic Algorithm) methods to best determine controllable parameters, (2) Probabilistic Risk Assessment (PRA) methods to assess the influence of uncontrollable, or not well characterized, influences, (3) methods for coupling optimization and PRA methods, and (4) a PVM (Parallel Virtual Machine) class to facilitate parallel processing.   The coupling of optimization and risk analysis is used to minimize the impact of uncertain influences on a design choice. The SuperCode is recognized as an international standard in fusion reactor design, and has been used recently in Spallation Neutron Source accelerator design studies.  Other examples include modeling of the National Ignition Facility laser program and Bio-Mass economics studies.

A requirement of the FCS is that the system be “ultra reliable.”  The most optimal approach to meet this requirement at minimal life-cycle cost is to design in reliability.  Addressing reliability at the earliest possible stages of design can reduce the life-cycle costs of a system by as much as 15-20%.  The DOE National Laboratories have developed design-for-reliability modeling & simulation tools that have been used successfully in a number of industry groups to analyze complex systems early in design.  The WinRTM reliability modeling, prediction, and analysis software package has been used extensively in design-for-reliability activities within the semiconductor, machine tool, health care, automotive, defense and other industries.  Capabilities also exist that allow for evaluating alternative designs and to determine optimal designs in terms of maximum system performance and minimal life-cycle costs.  Software packages such as the WinRTM software tool have capabilities of performing optimization analysis when evaluating competing designs of a system. 

Risk assessment represents a different type of modeling and simulation effort from traditional coarse-grain and fine-grain computational models.  While traditional models represent a system’s behavior for individual scenarios, the logical models used in risk and reliability assessment represent the high-level aggregated performance of the system under extremely wide set of potential conditions.  Traditional simulation models represent a "bottom-up" approach in which the scenario is specified a priori, and behavior generated through simulation; risk assessment models represent a "top-down" approach in which a particular problem is identified, and potential scenarios that might realize that problem are generated by the model.  Furthermore, risk assessment models often develop a probabilistic representation for the set of potential problem scenarios.  This enables designers and analysts to perform trade-off studies using self-consistent and objective performance metrics.

Many traditional risk and reliability assessment tools and techniques are in general use by both the national laboratory and contractor communities.  However, the DOE National Laboratories have invested internal research and development dollars to develop a number of advanced techniques that overcome some of the obstacles imposed by traditional techniques.  One such technique derives inductive and deductive risk assessment models from object based system behavior models.  This enables an analyst to develop reusable object models for particular components, which can then be quickly assembled to represent a wide variety of candidate systems.  Another new technique probabilistically explores large event scenario spaces where the event sequencing cannot be determined a priori (as is required by traditional risk analysis techniques).  The DOE National Laboratories have embodied these techniques in a variety of risk and reliability analysis software, including ARRAMIS, WinR, SETAC, among others.  The DOE National Laboratories have traditionally been on the cutting edge of risk and reliability analysis research.  Thus, the software they have developed is typically capable of solving larger and more comprehensive risk assessment models than are the commercial products that mimic them.

Initial concepts for the FCS place a heavy reliance on automated data processing and communications technologies for situation awareness and for control of on-board and remote functions.  Therefore, it is critical that the modeling and simulation efforts for this vehicle explicitly incorporate the performance and challenges associated with maintaining reliable and secure data processing and communications.  Current industry practice simulates the performance of computer networking and telecommunications traffic, as well as the loads associated with the functions required on particular computational and switching platforms.  However, very limited modeling and simulation attention is devoted to the issues of the security and availability of these systems under information warfare conditions such as would be encountered in a future battlefield (often these issues are addressed only at the end of the design process, when significant design changes are very expensive).  Issues here involve authentication, cryptography, disruption of telecommunications channels, denial of service attacks, data authenticity, and autonomous operation of systems given severe disruptions in the information technology infrastructure services required by the FCS.  The DOE National Laboratories have developed extensive tools, methodologies, and assessment programs – many in conjunction with NSA and CIA – to help system designers detect incorrect potential vulnerabilities from the initial design (architecture) phase through the final completion of a field of system.  It is clear that addressing these issues severely as possible design phase reaps enormous benefits for the final system because many potential impact modes can be eliminated simply by choosing the right architectures and protocols within the information services subsystem.

The DOE National Labs originated the concept of human reliability analysis (HRA) in the 1950s when field test engineers were put at risk setting up nuclear weapons tests. The concept grew directly out of hardware reliability sciences and sought to quantitatively estimate the likelihood of various potential human errors in assembly, operations, and data-recovery in weapons-testing activities. Since that era, the Labs have continued to remain innovative leaders in HRA development. The Technique for Human Error Rate Prediction (THERP), originally developed by Swain and Rook, was used to estimate the likelihood of specific errors in weapons assembly and testing. In the early 1980s, THERP was further developed and applied to nuclear power plant operations by Swain and Guttmann. THERP uses conventional event-tree modeling of required human actions, literature-derived basic human error probabilities, and models of stress, fatigue, training, and equipment design that modify the basic probabilities, to model and quantitatively estimate the probabilities of human failures in a given scenario. In the early 1990s, A Technique for Human Event Analysis (ATHEANA), was developed to study errors of commission, dependencies, and accident response more effectively. Originally developed for nuclear power operations, ATHEANA is currently being modified for aviation-safety applications. In the late 1990s, an Organic Model of human error was developed, which examines the properties of systems, such as tolerance to variability, as potential causes of increased likelihood of human error. The above techniques, and experts familiar with their development and use, can be used in the analysis of the behavioral models developed in the Army’s FCS. Through the systematic use of HRA techniques, reasonable scenarios (with lower error rates) can be identified for deployment, tactics, operations, sustainability, logistics, communications, and command/control.

6.2.2 Data Analysis

Given the wide range of possible data sources, automated techniques to elucidate knowledge from this glut of data becomes critical.  Knowledge Discovery is the description of the larger process that includes three components.  Data analysis, the realm of statistical and database techniques, refers to traditional hypothesis and results querying.  Data Mining, arising from the application of artificial intelligence techniques to real-world data sources, is used to refer to automated classification and prediction.  Data Exploration, also known as visualization, refers to the visual representation of data as well as the human in the loop navigation through and sub-selection of the data using multi-modal methods, as discussed in the next section.  These three tasks each require a significant technology of preparatory steps given the incomplete or incorrect nature of real-world data sources.  Difficult processes of cleansing, transformation and reduction are required to prepare data for sophisticated and accurate knowledge discovery.  A range of techniques can be applied given the nature of the data (image, categorical, numeric) including Neural Networks and other Regression techniques, Decision Trees, Association Rules, Bayesian Networks, Fuzzy Logic, Markov Models, and others.  Areas of cutting edge research include integration of results from a number of these techniques to provide a more robust answer, the application of these techniques in missing-data scenarios, and the incorporation of uncertainty.  The National Laboratories have ongoing programs in data analysis in a broad range of applications:  the Human Genome project, undersea oil exploration, forensics, satellite image analysis, climate data analysis, detecting fraud in Medicare claims, groundwater flow analysis, astrophysics, and materials science.  While the large amounts of data produced through experiments and large-scale simulations represent a treasure trove of information, the results of such studies represent but single points within the larger picture of the system’s overall operational environment.  Uncertainty analysis techniques, as well as experimental design techniques, provide methods to ensure that the experiments and simulations that are performed do not neglect important portions of the environment.  Furthermore, such techniques can provide the structure for generating probabilistic measures of system performance.  Techniques used by the DOE National Laboratories include a variety of stratified and importance-based sampling techniques, as well as analytic and quasi-analytic methods, which are embodied in software tools such as LHS, Cassandra, and CRAX.

6.2.3 Advanced Perceptualization

Advanced perceptualization uses computer-based presentation techniques to help customers gain an in-depth understanding of their data. The techniques used depend upon the customer's needs. Traditional presentation techniques include x-y plots, 2-D and 3-D images, and stereo images. Computer simulations often generate large amounts of complex data. Preprocessing reduces the quantity of data and permits the visualization and perception of specific characteristics. This allows customers to get an overview of the entire data set and to "zoom in" on areas of interest. If the data are extremely complex, innovative perceptualization techniques may be required, which include the integration of visual, acoustic and tactile perceptions to represent data. These techniques include standard visualization methods as well as customized algorithms that provide non-standard perceptualization capabilities. Human factors specialists at the Labs will provide detailed requirements to and work closely with the engineers who develop data-presentation approaches and algorithms to ensure high usability and in-depth knowledge extraction.

The evaluation of any scenario is greatly enhanced through the use of appropriate perceptualization techniques that can show the known information within the spatio-temporal context, and show the prediction of future outcomes from simulations.  Visualizations provide the largest bandwidth communication to bring the human into the loop of data exploration and evaluation.  Given the enormous amounts of data available, advanced perceptualization techniques must incorporate high performance and distributed computing techniques, including feedback of parameters for computational steering.  Novel rendering devices such as head mounted displays or other immersive systems allow for individual or group exploration of massive data sets.  The visual problem-solving environment must allow navigation through local regions of the data while maintaining a sense of the global context.  Portions of the data must be easily selectable for viewing or removal.  To avoid context shifting, multi-modal techniques such as voice commands must be used in data selection and presentation.   Critical research areas are the integration and registration of geographic data with other types of data such as iconic data at fixed coordinates and volumetric data such as weather, visual representation of uncertainty, interoperability between data analysis or simulation and visualization, and multi-modal interface design. The existing efforts at the DOE National Labs include work on a broad range of immersive hardware and software and ongoing research programs in virtual reality concepts, immersive visualization techniques, haptic sensory techniques, and holographic visualization.   The research and development in these areas are being applied to visualization of atmospheric transport of hazardous materials, material processes, fluid dynamics, groundwater flow, facility and vehicular design, vehicle crash worthiness, vehicle transport over terrain, virtual human modeling, forensics, and many other areas.

6.2.4 Optimization

Optimization tools and techniques are designed, under strong assumptions about the character of the system, to find the "best" combination of characteristics for a system. For most complex systems, this means the outcome of these tools and techniques will usually be a set of "better" characteristics, rather than a "best".  For this class of systems, the largest set of current optimization techniques in practice include the natural algorithms, such as simulated annealing, genetic algorithms, and evolutionary programming, in addition to more traditional Lagrangian and gradient-based methods.  These algorithms have been successfully used in a variety of engineering design applications, e.g., design of active noise control systems and minimizing vibration in satellite booms.

The Generative Analysis (GAn) methodology is currently under development and is designed to address stated and perceived difficulties in applying traditional simulation techniques to pressing issues confronting military analysts in support of decision makers. Currently, the U. S. Marine Corps is investing in development of this technology to enhance their concept development process.  The GAn methodology combines optimization, data mining, and simulation technologies to better understand systemic relationships.  The central idea of GAn is to systematically  generate a large number of scenarios, e.g., environment, forces, organization, disposition, etc., while collecting information on the relationships among key variables in a simulation for a wide variety of future concepts. This exploration of a large scenario space could help in identifying areas of FCS strengths and weaknesses and the relationship of those strengths and weaknesses to the presence of other friendly and threat systems and the tactics of the FCS. 

The DOE National Laboratories have developed other optimization capabilities.  One capability is a toolkit called DAKOTA, which is designed to easily call a variety of engineering and finite element codes such as those used in modeling weapon performance.  The DAKOTA (Design Analysis Kit for OpTimizAtion) toolkit utilizes object-oriented design with C++ to achieve a flexible, extensible interface between analysis codes and system-level iteration methods. This interface is intended to be very general, encompassing broad classes of numerical methods which have in common the need for repeated execution of simulation codes. The scope of iteration methods available in the DAKOTA system currently includes a variety of optimization, non-deterministic simulation, nonlinear least squares, and parameter study methods. The breadth of algorithms within these iterator classifications reflects the belief that no one approach is a "silver bullet," in that different problems can have vastly different features making some approaches more amenable than others. Likewise, there is breadth in the analysis codes which may be interfaced. Currently, a variety of simulator programs in the disciplines of nonlinear solid mechanics, structural dynamics, fluid mechanics, heat transfer, shock physics, reacting flows, and many other fields have been utilized. The system also provides a platform for research and development of advanced methodologies which focus on increasing the robustness and efficiency of systems analyses for computationally complex engineering problems.  DOE supports ongoing research in nonlinear programming and pattern search optimizers (code: OPT++) and stochastic methods for global optimization (code: SGOPT) as well as algorithm hybridization. 

Another initiative is the development of a genetic algorithm code which can easily interface with a simulation to determine the “best” settings of the parameters of the simulation to maximize an objective.  This code is called GO (Genetic Optimization) and has been used in a variety of decision analysis problems, where the objective is to find the best combination of options which satisfy the constraint requirements but maximize the goal.  GO could help narrow the concept set in Phase 1 of this effort.  GO supports both optimization and enumeration analysis and has been applied to problems with more than 10600 combinations.  GO provides access to all major parameters that control the genetic algorithm so that you can tune the optimization to your application.  Other capabilities include: 

· Graphics output to aid in understanding and presenting optimization results, 

· The ability to simultaneously optimize multiple (up to 10) different performance measures, 

· Application of multiple constraints (up to 10), 

· Real-time display of optimization or enumeration results so you can track progress of the analysis, 

· Restart and continue capabilities.

6.2.5 Nonlinear Dynamic Systems Analysis

The interaction of the FCS with the battlefield environment is a complex phenomenon.. These complex interactions take place among the principal components including friendly forces, opposing forces (OPFOR), and environmental conditions. These interactions manifest themselves in terms of information being conveyed to the decision-makers (i.e. commanders) at the tactical, operational, and strategic levels. Many aspects of these interactions contain strongly nonlinear characteristics. The nonlinear character of these interactions has been recognized for a long time. For example, for a simple description of the purely combat elements of the interactions, variants of the traditional Lanchester types of models capture some of the nonlinear characteristics. Because of this nonlinearity and also due to the time-dependent nature of the interaction, such information often takes the form of a nonlinear time series. Such nonlinear time series frequently exhibit complex behavior that makes it difficult for the user to detect and utilize the information content. In fact very often these signals exhibit irregular noise-like behavior and yet contain systematic deterministic information that provides knowledge of the interactions of the FCS and its environments. The key is to be able to extract the ‘hidden’ informational content as well as to simulate and understand the underlying complex dynamics of the FCS-environment interactions. Recent advances in chaotic nonlinear dynamics provide a powerful simulation and analytical methodology whose capabilities range from knowledge extraction of complex and seemingly irregular databases to physio-chemical based descriptions of complex system dynamics.

The DOE National Labs have extensive experience in analyzing complex physical and engineering systems from the chaotic nonlinear dynamics perspective. A large number of techniques and tools based on chaotic dynamical concepts has been developed to extract the ‘hidden’ informational content from complex engineering  data that often exhibit little systematic information at ‘first glance’. These include techniques such as correlation integrals, mutual information, Lyapunov spectrum, nearest neighbor phase space, asymptotic power spectrum, and local singular value decomposition.  In our experience such techniques have proven capable and are superior to traditional statistical data-mining analysis in the extraction of information from real world nonlinear systems.

7 Modeling and Simulation Technologies


Modeling and simulation is but one branch of tools that can be used to explore and address issues in complex problem domains. A model is any representation of a system other than the system itself. Here, discussion is limited to representations given as a mathematical and logical description of a system. Models may be described as predictive, prescriptive, or explanatory. These attributes of a model are not mutually exclusive. A predictive model estimates an output parameter with some degree of accuracy (or a low degree of uncertainty). Prescriptive models describe a set of interrelationships of factors in a system, allowing a change in one input to appropriately affect the entire system. Most combat simulations are prescriptive. Explanatory models provide a framework in which past observations of a system or process can be understood as part of the whole process or system. The approximation of a model through computational approaches is a simulation, most frequently associated with modern high speed computers. The technology of modeling and simulation is associated with a) representation of the model, b) computation of the model, c) the structure or architecture of the simulation, and d) the validation of the model or simulation. 

Another view of modeling and simulation is to view the spectrum of models along the dimension of resolution, e.g., the granularity of the entities represented in the model. In Figure 2, this dimension is depicted in the context of military systems. At the highest resolution end are physics-based simulations that operate on first principles of physics. Many of these have resolution on the order of the atom or molecule. Next are phenomenology models that represent an aggregation or summation of effects. Examples of such models are differential equations, computational fluid dynamics, finite element methods, and reactive hydrodynamic modeling. At the next level are engineering performance models which are typically macro models consisting of interacting subsystems. Component level modeling also relies on macro level models for specific coherent system elements. Components can be extremely detailed or fairly aggregate in resolution. For a combat platform, components might include a propulsion system, communications, command and control, situation awareness, direct fire weapons, indirect fire weapons, sensors, navigation systems, computers, and control systems. The item/system level is the entire platform, such as a tank or an armored personnel carrier. Item/system level modeling can involve one-on-one to one-on-many engagement simulation that begins to test the new concepts in an operational environment. Operations level modeling extends this environment to capture the effects of many-on-many engagements and usually adds other effects such as logistic, medical, and recovery operations. Campaign level simulations examine large force-on-force encounters. These simulations traditionally depend on a generalized abstraction of system performance and not on individual system performance to achieve its results.

Table II lists representative examples of modeling and simulation capabilities available in the DOE National Labs categorized by the resolution level suggested in Figure 2. The National Labs have world class capabilities in many of the categories, although only a few examples are listed. Capabilities in subsequent categories are typically domain specific. Nonetheless, a broad range of M&S capabilities exist. An exhaustive listing and description of all DOE M&S capabilities that are available is well beyond the scope of this paper. Brief descriptions of some of the example are given below, categorized by M&S Resolution.

Physics and Fundamental Phenomenology

The DOE laboratories have extensive capabilities in the understanding of materials and materials processes through advancement of material modeling, experiments, and computational science.  Examples include crash worthiness modeling and simulation for automotive applications using massively parallel supercomputers, constitutive modeling of lightweight materials under impact loading, and development and application of mathematical models and computer simulations to provide a quantitative understanding of advanced materials and processing technologies.  In addition, the labs can provide enhanced understanding of conventional materials processing operations, such as solidification processing, deformation processing and heat treatment.

Engineering Performance

The DOE laboratories have comprehensive experience in modeling and simulation of engineering components and processes and integrated systems. Particular emphasis has been placed on phenomenological modeling such as engineering mechanics, materials behavior, computational fluid dynamics, etc., which can play important roles in assessing design features for survivability, mobility, human factors and power system performance. In addition, significant DOE laboratory expertise exists for integrating the phenomenological models with real-time control systems to enable comprehensive system simulation. Such integrated modeling capability can be effectively used for examining alternative designs and components and provide a simulation training environment. Such modeling and simulation is actively performed on computer systems ranging from workstations to networked parallel workstations to massively parallel computers. 

Components

The Multivariate State Estimation Technique (MSET) Surveillance System is a software-based, highly sensitive, and accurate tool for on-line monitoring of the health of any process that has at least one sensor.  MSET can detect and identify any malfunction that may occur in process sensors, components and control systems as well as changes in process operational conditions utilizing a unique and patented integrated suite of statistically-based pattern recognition computer modules.  These modules interact in a conceptually simple manner to provide the user with information needed for the safe, reliable and economical operation of a process by detecting, locating, and identifying subtle changes that could lead to future problems well in advance of actual degradation.

Item/Systems

The Dynamic Information Architecture System (DIAS) was developed as a simulation framework for integration of models and simulations. DIAS is used to address complex problems by allowing disparate, multidisciplinary simulation models and other applications to work together harmoniously in a common framework. This type of integrated architecture reflects the dynamics of real-world systems, including those based on “legacy” models.   These models can operate in a distributed environment where applications can be linked across multiple machines via computer networks using CORBA (Common Object Request Broker Architecture). The framework is object-oriented and allows the individual models to remain in their native language.  DIAS captures the dynamic interplay between the models whereby results from one model can influence the execution of another model.  The information and data being generated by the models is dynamically available to the other models.   The innovative concept in this technology is that the models do not directly communicate with each other, but rather are “registered” into objects which interact.   This facilitates the addition of new models to the framework, since the new model only needs to be registered and no direct connections to the existing models is required.  The DIAS technology has been used to integrate models, simulations, information systems, visualization tools and decision support tools in a wide variety of applications.

Human factors modeling, simulation, and analysis work includes computer models of nuclear control room operators (Operator Personnel Performance Simulation [OPPS]) and maintainers (MAintenance Personnel Performance Simulation [MAPPS]), used for guiding system design decisions and task allocation.  This work was extended, for DOE, in the Integrated Operator/System (INTEROPS) simulation model, which integrated a SAINT task network with a knowledge-based model to simulate the operator’s cognitive function, stress, and workload.  In recent years, the DOE Labs have performed systems analysis and development research, for the DOT, on driver interaction with multiple in-vehicle information and safety systems.  This research has focused on the logical integration of the information exchange between the driver and systems, which are increasingly approaching vehicle automation.  The information integration logic is currently being tested in a driver-in-the-loop simulator.  Ongoing research, for DOD (JCS/J-8 and BMDO), is analyzing war fighter-derived information requirements for network-centric joint operations.  Structured interviews were conducted with operators from multiple platforms to define information requirements and to quantify the impacts of new capabilities in future warfare scenarios.  At the core of the new capabilities is a distributed family of systems integrating intelligent systems and human decision makers.  

Operations and Logistics

The Joint Conflict and Tactical Simulation (JCATS) is a multi-sided interactive, entity-level conflict simulation used by military and site security organizations as an exercise driver and a tool for training, analysis and mission planning. Among the unique capabilities provided by JCATS is very detailed modeling of small group tactics in rural or urban terrain modeling day or night operations with artificial lighting. The Joint WarFighting Center is the model proponent and configuration control organization for JCATS. 

JIVES is an experimental military simulation based on the IVES compositional framework(IVES is discussed in section 7.1.3). Currently, JIVES simulates the activities of dismounted infantry in a simplified urban environment. Simulation entities are represented as agents and are composed from reusable software components. JIVES demonstrates the capability to rapidly compose a tailored simulation from pre-existing components. Since it depends on a component plug-and-play capability, it  enables investigations of the effects of model representation and structure on simulation outcomes. When linked with a framework to support generative analysis, the system has the potential to evolve and co-evolve conceptual systems created from the component  library, each component representing unique capabilities for battlefield systems. This enables concept exploration of force organization, command and control, tactics, systems, and asymmetric threat capabilities.

The Joint Flow and Analysis System for Transportation (JFAST) is a multi-modal transportation analysis model designed for the US Transportation Command (USTRANSCOM) and the Joint Planning Community.  JFAST is used to estimate transportation requirements, perform course of action analysis, and project delivery profiles of troops and equipment by air, land, and sea.  JFAST performs “fort-to-foxhole” modeling of military deployments.  JFAST was used in Desert Shield to analyze the airlift and sealift transportation requirements for deploying US Forces to the Middle East and predict their arrival dates in-theater.  These deployment estimates provided input for establishing concepts of operations and timing for military operations.  During Desert Storm, JFAST was also used to track ships, provide delivery forecasts, and analyze what-if scenarios such as canal closings and maintenance delays. In addition to analyzing support for humanitarian efforts such as those in Rwanda and Somalia, USTRANSCOM and the Joint Planning Community use JFAST to determine the transportation feasibility of all deployment plans.  JFAST is distributed to forty-two military command centers and planning organizations worldwide.  JFAST has been selected by the Defense Information Systems Agency (DISA) as the migration system to carry the Joint Planning Community into the future.

M& S Resolution
Description
Examples

Physics and Fundamental Phenomenology
Models based on first principle physics to describe basic physics and fundamental physical phenomena.
PAGOSA – parallel model for 3D fluid flow and deformation of materials

LSMS – parallel model for Large-Scale-Multiple-Scattering

MICROMAT -micromechanical modeling of materials

Engineering Performance
Simulations used by design engineers to understand and predict engineering performance of a component, system, or subsystem.
KIVA-3D simulation of a diesel engine

SPICE – electronics simulation

FAVOR – probabilistic fracture mechanics model

DYNA3D – parallel model for dynamics problems

BEPLATE – electroforming analysis model

HPAC - atmospheric dispersion of NBC materials modeling

Components
Simulations used to model the performance of a collection of interacting systems
MSET

PREDICT 

SuperCode

Item/Systems
Simulations to evaluate mission-based performance or operational response for a specific weapon system or platform, using one-on-one engagements or few-on-few encounters.
JCATS – item/system level modeling 

IVES – framework for composable simulations 

DIAS

INTEROPS

Operations and Logistics
Simulations to evaluate doctrine, systems, operations, and organization in a mission specific set of metrics. Involves the simulation of many on many entities.
JCATS – extension of item/system modeling to the JTF level

JIVES – composable military simulation, item/system level and up

JFAST, FDE, ADANS, OSCAR

Campaign
Simulations to evaluate military capabilities with respect to supporting and achieving national goals and policies.


Table II. M&S capabilities described along the dimension of resolution.

The Force Deployment Estimator (FDE) Model provides a methodology that enables the J-8 Directorate of the Office of the Joint Chiefs of Staff to do rapid turnaround, first-order analyses of deployment and sustainment issues to support war plans.  FDE integrates three distinctly different mathematical techniques in an adaptive methodology.  Specifically, discrete event simulation, goal programming, and Monte Carlo search algorithms are combined to analyze a problem that is dynamic, nonlinear, and integer in nature.  This class of problems is important in both practice and theory and cannot be handled with classical mathematical programming techniques alone.  Further, it provides an easy-to-use capability to analyze alternative force structures, deployment options, lift scenarios and capabilities, closure requirements, etc..  These analyses highlight trends, uncertainties, and problem areas for deployment issues that can be studied in greater depth using a more detailed and resource-intensive technique such as the Time Phased Force Deployment (TPFD) process.

The DOE Laboratories are also heavily engaged in research on how to utilize agent-based modeling and the concepts of complex adaptive systems to generate realistic models of social and political interactions, including coalition building;  social/environmental interactions; and, the emergence of elites.  It is now possible to provide dynamic representations of OPFOR actions and reactions with an high degree of verisimilitude.
7.1 Key Technologies

Within each category of M&S technology there are technologies that are considered key for the BCT and FCS analysis. Table III lists key technologies for each technology area. Each technology is more fully described below.

Technology Area
Key M&S Technologies

Model Representation
Intelligent agents, high fidelity physics-based simulations, components, soft-factors

Model Computation
High Performance Computing, Collaborative Technologies for Remote and Distributed Operations

Simulation Architecture
Composable simulations (IVES), parallel discrete event simulation architectures, multiple resolution simulations

Validation
Uncertainty analysis, prediction uncertainty, importance analysis

Table III. Key modeling and simulation technologies for the future combat system.

7.1.1 Model Representation
Technologies involved with model representation relate to the mechanisms which are used to express the relationships of the system being described by the model. Examples of model representation technology for a human decision making system could include rule-based systems, finite state machines, decision trees, neural networks, or intelligent agent architectures.   For physical processes, modeling technology might include highly detailed performance modeling resting on  experimental performance data, engineering estimates, differential equations, adaptive grid methods, systems of equations, Petri nets, and more.

The models needed to simulate the battlefield and the performance of the FCS span a wide range of disciplines and scales, from models describing the transportation system and the behavior and interaction of groups of vehicles to ever more detailed models describing the behavior of individual vehicles and their specific systems (e.g. engine, control, communications, etc.), models describing the human behavior (driver and other crew members), models describing the environment (weather, terrain, visibility, electromagnetic fields), models describing the behavior of armor when hit by various projectiles, etc. The dynamic interaction of these systems will play a key role in achieving the degree of realism and reliability necessary to make the simulation a useful tool in the design and evaluation of the FCS.

The DOE National Laboratories have developed large scale computer models in many of the areas mentioned above, including transportation logistics models, models of intelligent transportation systems describing the impact of communications between vehicles and control centers, detailed thermal-hydraulic models used to analyze the engine behavior and the underhood thermal management, structural mechanics models used to analyze the material behavior under high impact conditions, control system and robotics models used to describe the behavior of complex automated systems, and artificial intelligence models used to describe the human behavior and help guide operators of complex systems. 

Faced with the need to model the behavior of complex technological systems requiring a high degree of reliability and safety the National Laboratories have also developed modeling and simulation frameworks for the integration of models describing various physical phenomena or components of  large systems. They have also accumulated extensive expertise in the integration of complex models describing interacting phenomena with different time scales. 

While DOE investment has primarily focused on high fidelity physics-based simulations of physical phenomena, such as two and three dimensional hydrocodes, it has made strides in other areas such as multiple resolution models for combat simulations. Within the area of combat simulations, Intelligent agent (IA) technology stands as a new and fruitful area to exploit.  IA technology  will provide for  autonomous activities of entities within a simulation to occur.  Goal directed, autonomous simulation entities are necessary to support the evaluation of advanced combat systems such as FCS  in order to explore self-directed robotic concepts. Adaptive simulation technology allows a simulated system to adapt to its environment and potentially learn new behaviors and procedures that improve its likelihood of survivability. In the early stages of development, it would enable automated concept assessment (based on generative analysis and described in section 6.2.4) allowing the evaluation of a large number of system concepts. Later, as concepts mature, IA technology within a high resolution, entity simulation (such as JCATS) would permit the exploration of new tactics, techniques and procedures for the employment of FCS capabilities. 

7.1.2 Model Computation
The technology of model computation is related to model representation as well as simulation structure and architecture. Examples of technologies in this area include distributed computation, both loosely and tightly coupled (distributed interactive simulation (DIS) mechanisms as well as MIMD supercomputers), new algorithms, and evolutionary algorithms for robust optimization. The category even extends to new and emerging research areas such as quantum computing. An example is the TRansportation ANalysis SIMulation System (TRANSIMS), a set of new transportation and air quality analysis and forecasting procedures developed to meet the Clean Air Act, the Intermodal Surface Transportation Efficiency Act, Transportation Equity Act for the 21st Century, and other regulations.  It consists of mutually supporting simulations, models, and databases that employ a novel cellular automata representation with advanced computational and analytical techniques to create an integrated regional transportation system analysis environment. TRANSIMS simulates the dynamic details that contribute to the complexity inherent in modern transportation systems.

High Performance Computing

The scientific problems of interest to DOE require creation of realistic models of physical situations.  Realistic models of such challenging problems require computational power in the 5-10 teraflops range (and beyond).  With a rich history of evaluating new architectures and bringing them to production status, the DOE National Laboratories are ready for the challenges of teraflops computing. The extensive DOE National Laboratories expertise in tool development assures readiness for teraflops, whether achieved via "big iron" or with distributed systems.

The DOE National Laboratories are pursuing the development of the multi-teraflops computing environment needed to address major scientific challenges. The DOE National Laboratories' strategy includes both the detailed evaluation of new architectures, and the development of tools facilitating distributed and cluster computing.

DOE National Laboratories' extensive resources -- from massive and varied data archives, to unique test facilities -- are combined with decades of experience in complex computational modeling and tools development to address Automotive Crashworthiness and Combustion, Functional Genomics, Global Sciences, Groundwater Remediation, Materials Science, Neutron Science research, and a wide range of other research topics.

Collaborative Technologies for Remote and Distributed Operations

The U.S. DOE National Laboratories excel in technology for remote and distributed collaboration.  Expertise in computational, mathematical and information sciences are integrated to produce several key capabilities including: remote visualization, computational steering, fault tolerance, web-based computing and electronic notebooks.  Remote visualization provides real-time observation of ongoing computer simulations, simultaneously from multiple sites.  Tools such as CUMULVS and PAWS allow remote viewers to dynamically attach to a running simulation, with each observer controlling a custom view of the action.  Given this up-to-the-moment feedback, a user can decide to control or alter the course of a simulation using computational steering.  Using a tool like CUMULVS, elements of a high-performance simulation can be rearranged or regrouped and various strategies can be swapped out using computational steering while the simulation continues to execute.

When large teams cooperate over great distances, especially via mobile stations, tolerance to faults and failures is essential.  Any simulation or activity that is spread across a network can lose connectivity or critical nodes.  The Harness system provides a flexible, adaptable, fault-tolerant environment for coordinating such immense collaborations.  Distributed control algorithms and redundant information prevent an overall Harness system failure even when a majority of the system has crashed.  At the application level, CUMULVS protects individual software modules by providing a check pointing facility and an automatic fault recovery subsystem to keep mission critical programs running.

The World Wide Web has great potential for managing and recording information on distributed, collaborative activities.  Efficient utilization of resources, both computational and functional, can be effected using web-based computing models.  The NetSolve system can be used to construct high-performance web applications that farm out software functions and modules to special-purpose servers.  From a user's home site, transparent access is provided to the best algorithms and hardware from across the country.  Other computational grid models such as the Globus project  provide uniform access to large collections of supercomputers and information repositories.  Using electronic notebooks, a standard web browser can be used to record multimedia information on people, projects and mission status.  Secure authentication schemes and time-stamped digital signatures guarantee validity of information and prevent tampering.  Intelligent software agents can be used to search and analyze information to assist in collaborative decision-making and interdisciplinary information sharing and cooperation.

Together, all these technologies break down the barriers of geographical separation, and provide useful tools to assist in the coordination and execution of large-scale collaborative operations, from mission headquarters down to the trenches.

7.1.3 Architecture

Technology for the structure or architecture of the simulation is based on the fundamental representational mechanism for the systems under consideration. Examples include discrete event representation, cellular automata, continuous representation, and hybrid mechanisms. Within discrete event simulation architectures, technology also includes special computational structures for distributed processing such as Time Warp, Synchronous Parallel Environment for Emulation and Discrete-Event Simulation (SPEEDES), and Distributed Interactive Simulation (DIS). Similar distributed computing approaches exist for cellular automata and other simulation architectures. Other examples of structure include federations of models, like those composed under the High Level Architecture (HLA) rules, and  compositions of models, and multi-resolution models. Significant investment by the Department of Defense has been made in virtual, distributed simulations for real-time training with a goal of making these simulations a seamless part of the normal command and control structure. Units can respond to and be trained on virtual scenarios that are designed to be indistinguishable from real operations. In the domain of constructive simulation, there has been much less attention paid to developing parallelized combat simulations for high performance computing platforms. This is an area that can significantly aid the services in improved response time for increased resolution models.

Composable simulations are simulations constructed from pre-built components based on reusable software. Composition in software development has traditionally meant the use of  “has-a” relationships in constructing software objects that reference each other. However in the context of the use of software components in support of code reuse, composition implies the creation of a software architecture that can use (and reuse) components within the system structure. Because the functionality of the model is modularized into components, each of which must satisfy known interface requirements, the implementation details can be hidden. This enables interoperability among components that satisfy a defined common interface. It becomes possible to create a new component which can satisfy an alternate implementation, which in many cases, can address either representational, resolution, or fidelity deficiencies compared to another component. Composable simulations are a key technology in the MS&A strategy. The Integrated Virtual Environment for Simulation (IVES) is a framework for developing composable discrete event simulation applications in a variety of domains, based on an aggregate-component view of composition.

7.1.4 Verification, Validation, and Accreditation

Technology for verification, validation, and accreditation (VV&A) is essential for appropriate use of models and simulations. Verification is the process of assessing the degree to which an implementation of a model is faithful to the model relationships and assumptions. Validity refers to the degree to which the model output agrees with observed behavior of the referent system. Accreditation is a status conferred on a model which declares that it is suitable for the purpose of use in a specified domain. Formal methods for verification already exist. However formal methods for validation have not been achieved, although progress is being made in tool development  to support validation assessment. Examples include sensitivity analysis, uncertainty analysis, importance analysis, variance decomposition, and assessment of model structure uncertainty.

For many combat simulations, a large degree of uncertainty about the outcome is acceptable, i.e., combat simulations are not generally considered to be highly predictive. This is due to many factors, including uncertainty over inputs, uncertainty over the action choices of individual simulation entities, and the near-chaotic nature of warfare itself. A comprehensive assessment of a system’s performance requires an analysis of the propagation of uncertainty of inputs and outputs throughout the system. Uncertainty characterizes the variability in a model’s predictions due to variability in input values. Uncertainty can also apply to the model structure itself, e.g., some models may be more appropriate than others by virtue of reducing uncertainty in outputs. Often uncertainty over model structure is ignored, however in the context of composable simulations, model structure becomes an element which can be more rigorously examined. 

If, having examined the prediction uncertainty of a model, and one subsequently desires to improve the model by reducing the uncertainty associated with an input or a model component, sensitivity analysis can rank the inputs with regard to the model’s sensitivity to that particular input parameter. Taking into consideration the uncertainty regarding the input parameter leads to importance analysis, the ranking of the variability of the model prediction to the variability of the input parameters. A model may be highly sensitive to parameter A and less to parameter B, but at the same time, A has little uncertainty, but B has substantial uncertainty. Thus B would likely be more “important” than A, in that the variance of the outputs was more strongly related to the variance in B rather than A.

8 Potential Collaborations

Collaboration among potential users of DOE M&S technologies in the FCS program will follow a needs-based approach.  The primary interaction will be between the DOE M&S initiative and the FCS program office.  This collaboration will strive toward two goals.  First, the program office will use the collaboration to ensure the potential DOE M&S technology providers understand the analytical need and role of the other-than-DOE participants in meeting that need.  Second, the DOE M&S initiative will use the collaboration to recommend tailored use of DOE M&S technologies to fill FCS analytical needs, plan for integration into the program analytical components, and gain program support for DOE M&S contributions.

It is expected that there will be two primary directions for collaboration.  One will be technical contribution to representation and analysis of DOE-provided technologies (components, systems, and subsystems); i.e. fuel cells, robotics and advanced gun.  The second will be technical contributions to generation of potential concepts, the concept development process and the concept evaluation process. Secondary directions will include representation and analysis of other technologies (sub-components) as needed by the program office and selected elements of M&S technologies to bolster the program and/or Army analytical capabilities.  

A key element of collaboration will be the management and oversight structure related to the M&S initiative.  For example, it will be effective to have a steering committee to assess needs and capabilities and recommend on DOE M&S technologies and contributions.  Once selected for implementation by the program office, a small and focused DOE team will refine, deliver, and integrate the selected technologies.  

9 Summary

The Army's Future Combat System is an emerging concept for development of the future full-spectrum force.  FCS will exploit leap-ahead technologies, innovate on tactics and organization, and extend effectiveness to a broader set of missions.  

The analytical/synthetic environment needed to support FCS decision makers addressing the dimensions of the program is complex, beyond present capabilities, and must exploit modern representational and analytical technologies.  DOE Laboratories have unprecedented developments in modeling, simulation, and analytical technologies that are relevant to the FCS analytical tasks.  

This paper provides first order descriptions of these DOE  technologies, presented in the context of a recommended FCS analytical plan.  The purpose is to enable leveraging of DOE modeling, simulation and analytical technologies for the FCS program.  Further, participation with MS&A technologies will facilitate integration of other DOE technologies into the FCS program.
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Figure 1. Concept analysis process using simulation and military judgement.
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Figure 2. Models and Analysis Hierarchy.
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