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Abstract:  The Joint Virtual Battlespace (JVB) is a collaborative simulation environment that supports a variety of aggregated, entity-level, and man-in-the-loop simulation functions and services.  JVB was designed to support the investigation of key Objective Force/Future Combat System (OF/FCS) concepts and technologies in a way that also addresses key M&S issues, such as the lack of simulation systems that support the SMART process. This paper traces the development process followed by the JVB Federation development team with an emphasis on the central role played by analysis requirements.  It begins with an overview of the JVB system and the operational concepts and primary measures of effectiveness (MOEs) that the federation was designed to support.  The next section discusses the implications that these operational requirements had for federation development.   The paper concludes with a summary of lessons learned and recommendations for other federation developers intending to follow a similar course.

1 Introduction 

There are many considerations that system designers and implementers must take into account when developing a simulation environment to support analysis.  Among these are such factors as schedule and budget, performance requirements, mandates to use particular standards, legacy simulations, or protocols, and even end-user preferences for particular approaches.  Chief among these considerations should be supporting the quantitative analysis that the system is intended to facilitate.  When the analysis requirements are well defined and available in the early stages of system development, they can be used by the system designers to make design decisions that will ensure that the system will be able to produce data that is complete enough, accurate enough, and at the appropriate level of granularity to support its intended use.   An understanding of analysis needs can also help designers to properly partition the system components so as to support other analysis related requirements such as configurability, scalability, and interoperability with manned simulators or other existing systems.

The Joint Precision Strike Demonstration (JPSD) Project Office, working in conjunction with numerous teammates and partners, initiated the Joint Virtual Battlespace (JVB) program to provide the Army with Simulation-Based Acquisition (SBA) capabilities to support acquisition decisions for Objective Force (OF) and Future Combat System (FCS).  JVB is not a simulation; it is an architecture and a set of simulation components hosted within that architecture.  It was designed to integrate existing models into a robust representation of the Battlespace, able to use the appropriate fidelity digital terrain, dynamic environmental effects, and physics-based modeling for whatever problems are being studied.  

Throughout its development, the JVB team has worked with U.S. Army analysts and study planners to understand their requirements and to ensure that the JVB will be able to satisfy them.  This paper presents an overview of how analysis requirements have been used to shape the JVB architecture and the details of its implementation.  It begins by discussing some of the initial analysis requirements used by JVB; how they were defined and organized, and what kinds of requirements they exposed.  A section that discusses the JVB architecture and its key components follows this.  This section provides an overview of what separate components were identified, how the Federation Object Model (FOM) was organized and how this supported the analysis requirements.  This is followed by a summary of lessons learned regarding key design decisions.

2 Objective Force Survivability Study

One of the key early inputs to the JVB was the Objective Force Survivability Study (OFSS).  The initial purpose of the OFSS was to provide a framework for the analysis of key OF operational concept and organization design issues.  The initial study issue for this phase of the analysis is, “How does the OF unit of action employ an internetted sensor capability to achieve effective pro-active counterfire and acquisition avoidance?”  

The overall JVB analysis program is to be conducted in three phases. The first phase of the analysis, the OFSS, compared a baseline force to an FCS force to assess tradeoffs in network, force and system survivability (ability to kill the enemy first and to avoid acquisition).  In Phase II, assessment of other key areas, such as mobility, sustainability, lethality, force protection, and reconnaissance optimization will be conducted.  The final phase of the analysis will expand to include C2 factors, such as communications vulnerabilities, automated decision support, intelligence fusion and dissemination, staff interactions, and command echelonment.
2.1 Essential Elements of Analysis and Measures of Effectiveness

2.1.1 Issues, Sub-Issues, and EEAs

Appendix A of the OFSS contained an extensive list of the issues and sub issues of interest to the study planners.  The issues were grouped into 7 general categories; Information, Information Superiority, Maneuver, Firepower, Protection, Leadership, and Combat Service Support (CSS).  Each issue was further broken down into sub-issues.  For each sub-issue, one or more Essential Elements of Analysis (EEA) was identified, and for each EEA, one or more specific Measures of Effectiveness (MOE) was listed.

In all, the study plan listed more than 50 EEAs, and more than 200 MOEs.  In order to help focus the development effort, the sub-issues were grouped according to the study phase or phases to which they first applied.  A representative sample of the sub-issues and some of their EEAs and MOEs that were assigned wholly or partially to Phase I are listed in Table 1, grouped by issue category.

Table 1  Sample of Phase I Issues, Sub-Issues, and EEAs

	Issue B
	Information Superiority

	Sub-issue B1
	Which architecture provides the required situational awareness and supports gaining information dominance? 

	EEA B1.1  
	How well does each organization detect and report all enemy forces in its area of interest?

	MOE B1.1.2  
	How quickly do reconnaissance assets deliver required information to facilitate effects?

	MOE B1.1.4  
	Number of Red radar systems detected and destroyed.

	Issue C
	Maneuver

	Sub-issue C2
	How does each organization conduct effective strike-maneuver-strike operations without becoming decisively engaged?  

	EEA C2.1  
	How well does the force obtain a relevant common operational picture (COP) of the battlefield?  (situational awareness of both friendly and enemy)

	MOE C2.1.1   
	Distributions of direct and indirect fire engagement ranges

	MOE C2.1.12
	Time from target detection to weapon aimed & fired (detection, identification, decision to engage, convey decision to weapon, weapon aimed & fired).

	Issue D
	Firepower

	Sub-issue D3
	Sub-issue D3.  How does each organization shape the battlespace through fires? 

	EEA D3.4  
	Which Friendly assets in each organization are calling for fires, and which are executed?  

	MOE D3.4.1  
	Percent contribution of calls for fire by Blue platform

	Issue E
	Protection

	Sub-issue E1
	How does each organization exploit information and mobility to protect itself and enhance survivability? 

	EEA E1.2  
	How well is the unit able to survive while performing its mission?

	MOE E1.2.2  
	Number of blue system losses per day.


2.1.2 MOEs and Their Implications for Federation Development

As was mentioned above, each EEA was further defined in terms of a set of MOEs that would support its evaluation.  These MOEs were used by the federation development team to help determine what information would need to be collected during an exercise.  This, in turn, was used to identify the level of granularity that would be required of the JVB federation.  The remainder of this section discusses the MOEs in Table 1 in terms of the issues they raised that had implications for federation design.

2.1.2.1 MOE B1.1.2  How quickly do reconnaissance assets deliver required information to facilitate effects?

As was true with many of the MOEs, this one was subject to interpretation and quickly led the federation developers to identify several lower level issues.  Answering this MOE would require the federation to be able to address at least three aspects of the sensing process.  The first question is how effectively are reconnaissance assets employed.  In other words, are they sent where they need to be, when they need to be there, and if not, why not?  The most immediate way to answer this is to compare reconnaissance asset tasking with ground truth threat locations to measure the effectiveness of the tasking.  Answering the ‘if not, why not’ question would require that data on the situation perception of commanders tasking reconnaissance assets would also need to be available.  

The second sub-issue is how quickly and how well reconnaissance assets are able to detect targets.  Answering this would require that timing information would need to be collected, showing when threats entered areas of interest, when assets were tasked, and when actual detections were made by the reconnaissance systems.

The third sub-issue is how well reconnaissance assets are able to communicate the detections that they do make.  Investigating this would require that the federation be able to model the capability of reconnaissance assets to report detections.  Given the criticality of information management to a network centric force, the developers realized that the federation would be required to model a variety of different information management ‘topologies’, or connection schemes.

2.1.2.2 MOE B1.1.4  Number of Red radar systems detected and destroyed,  
MOE E1.2.2  Number of Blue system losses per day

There were many MOEs like this that were relatively straightforward measures of the ground truth state of red and blue systems over time.  What these kinds of MOEs told the developers was that they would need to be able to aggregate data along a number of different axes.  Not only would information need to be reported according to the side of a platform or system (red, blue, other), but information would also need to be aggregated by categories such as unit type and echelon, time, location (or range to hostiles), and role in the information management organization.

2.1.2.3 MOE C2.1.1   Distributions of direct and indirect fire engagement ranges,  MOE C2.1.12  Time from target detection to weapon aimed & fired,  
MOE D3.4.1  Percent contribution of calls for fire by Blue platform

The promise of a network centric force is that it would be able to engage threats at longer ranges, taking greater advantage of indirect fires.  Being able to demonstrate and investigate this in a simulated environment would not only require that threat and friendly positions and weapon firings be tracked over time, a relatively straightforward thing to do, but it would also require that the various stages in the ‘kill chain’, from target nomination and call for fire, through the issuing of fire missions, the firing of weapons, the destruction of targets, to the performance of damage assessment, be explicitly modeled and reported.

3 Resulting Implementation 

3.1 Federation Components

As is shown in Figure 1, JVB was specifically designed as a High Level Architecture (HLA) based component framework to provide the basis for using it as an extensible tool supporting a variety of military operational studies and operational system approach analyses.  Each layer in the component framework contains a base set of components that can be used, extended, or replaced as needed to support an operational study.  The framework is divided into the layers of System Control, Command-Control-Communications (C3 Grid), Platforms, and Simulation Services.  The System Control layer provides the system tools to define and control an execution event.  The Command-Control-Communication layer provides both the organization behavior implementation (aggregate and entity) and the common decision service components.  JVB’s emphasis on battle management and C4ISR issues is reflected in the number of components that make up the C3 Grid layer.  The Platforms component layer provides the simulation of physical organizations and entities within the simulation environment.  Finally, the Simulation Services provide a variety of simulation models and supporting services needed to implement a simulation in the military operational environment. 
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Figure 1  JVB System Component Framework

The general functionality of the models and tools illustrated here is outlined in Table 2.  Asterisked items are either not yet integrated or not currently in use.

Table 2  JVB Component Functionality

	
	JVB Component
	Functionality

	Simulation Management and Analysis
	hlaControl
	Creates and manages federation execution

	
	Scenario Definition
	Generates the scenario file used by hlaControl to initiate a JVB scenario run

	
	hlaResults
	Data management system used to collect, store, retrieve and playback federation data

	
	Analysis Tool (hlaEval)
	Analyzes simulation results; supports build, store and display results of queries

	
	FCSView
	Provides a 3-D visualization of a federation execution including terrain features, entities, sensor area of interest (AOI), detections, routes, and detonations

	
	Command and Control View (C2View)
	Provides a plan view display or graphical, two-dimensional view, including object state data, of a federation execution


	Tactical Command, Control and Communications (C3)
	Grid Java RTI Framework
	Provides an abstraction layer between the federate application logic and the RTI

	
	Rule-driven Infrastructure
	Models C2 node process, bridging OTB and Eagle, by translating Eagle unit tasking into platform commands

	
	The Battalion Federate [Tactical Unit of Action (TUoA)]
	Issues high-level C2 tasking to Company federate

	
	The Company Federate [Operational Unit Cell (OUC)]
	Acts directly or tasks platoon units in response to situation or Battalion direction

	
	The Platoon Federate [Functional Unit Cell (FUC)]
	Responds to situation state and Company direction in controlling the behavior of platform and lower level entities

	
	Aggregate Definition Service (ADS)
	Creates and reports a perceived operational picture of variable quality that provides the context for C2 decisions implemented in the echelon based federates

	
	Message Transceiver Service (MTS)
	Models radio communications for the federation execution

	
	Human Performance Model (HPM)*
	Tracks and analyzes the human response to activity occurring within the C3 Grid

	
	Dynamic Organization Service (DOS)
	Describes tactical organizations by command and functional structures

	
	Battlefield Geometry Service (BGS)
	Generates battlefield geometry objects representing a given area or a segment, simulated field of view, Area of Interest (AOI), and battlefield lines

	
	Automated Weapon Target Pairing (AWTP)
	As a component of the targeting process, optimizes the weapons/target mix based on cost/benefit, timeliness, and weapon effectiveness

	
	Organic Connection Service (OCS)
	Translates between groups of component interactions, providing an abstraction layer between C3 Grid component interactions and the rest of the architecture

	
	Route Planning Service (RPS)
	Generates road network derived routes between two locations consisting of waypoints, waypoint achievement time, and enemy avoidance wait time

	Platforms
	Eagle
	Models operational-level ground and air-ground combat operations using aggregate-level military units and explicitly representing C2 processes

	
	System Laydown and Emitter (SLE)
	A pseudo-disaggregation model that publishes  platforms, radios, and radars based on Eagle aggregate units

	
	One Semi-Automated-Forces (ONESAF) Testbed Baseline (OTB)
	Creates and controls platform entities on the simulated battlefield

	
	UMBRA
	Models unmanned ground vehicle (UGV) and unmanned aerial vehicle (UAV) platforms

	
	Remote Piloted Vehicle (RPV)
	human control interface for a representative simulated Tactical UAV (TUAV) system providing both pre-mission planning and tactical situational awareness 

	
	Rogue
	Human-in-the-loop extension of FCSView

	
	Observable Server
	Provides observable signature data for all platforms in the JVB federation

	Simulation Services
	Acoustic/Seismic Propagation
	Provides sound radiation and vibration frequencies between federation objects (represented sensors, emitters, and target platforms) to each respective sensor component

	
	EO/IR Propagation
	Computes the propagation of entity emissions to a specific call of sensor systems

	
	RF Propagation
	Provides IMINT/ELINT/COMINT radio frequency links between simulated objects representing sensors, emitters, and target platforms

	
	Acoustic Sensor
	Models acoustic sensor behavior

	
	Seismic Sensor
	Models seismic sensor behavior

	
	EO/IR Sensor
	Models electro-optical and infrared sensor behavior

	
	RF Sensor*
	Models IMINT, ELINT, and COMINT sensor behavior

	
	Multi-Sim*
	Models COMINT sensor, including DF and precision location

	
	Paint the Night (PTN)
	Provides a high resolution EO/IR scene of a target vehicle as input to a sensor system display for human-in-the-loop consideration

	Effects
	Nuclear, Chemical, Biological, Radiological (NCBR)*
	Models NCBR effects

	
	Lethality/Vulnerability Server
	Generates damage reports for every weapon fire / detonation event pair

	
	Missile Server*
	Performs BEWSS/IDEAAS based missile behavior modeling

	
	MP-ERM Munitions Server*
	Models munitions effects

	
	Active Protection System (APS) Server*
	Models hard and soft-kill APS for ground vehicles


Instantiations of the JVB architecture have focused on integration of particular capabilities, exercising the inherent flexibility of the JVB component-based architecture approach.  The core set of federates typically includes Eagle, C3 Grid, and OTB.  Analytic objectives will drive the choice of additional sensor, weapon or propagation models, which are then integrated into the framework.  

3.2 FOM

3.2.1 Object Classes

Figure 2 shows the object class hierarchy that was developed to support the OFSS effort.
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Figure 2  JVB Object Class Hierarchy

As would be expected in the object model for an entity level simulation, the JVB FOM contains object classes that correspond to real world objects, such as platforms of varying types and the equipment, broken out into emitters and sensors, that they carry
.   Each platform and piece of equipment includes an ID attribute that uniquely distinguishes each instance of each object.  This is done to enable the federation to maintain traceability.  Messages can be tagged with the ID of the sender so that as information moves through the organization, a record can be maintained of who created the message and who has contributed to refining the information it contains.  In addition, the Platform objects also contain attributes that specify the role, echelon, and particular unit of that platform.  This is done so that as different operational architectures are investigated, the relative contributions of different types of platforms or similar platforms in different kinds of units can be distinguished.  

The JVB FOM also contains several object classes whose purposes are less obvious.  The AggregateUnit object was designed to facilitate communication between aggregate level federates, such as Eagle, and entity level federates, such as OTB or various components of the C3 Grid.

There is also another set of objects, beginning with the C3 object class.  This has three child classes, named Geometry, NetworkGroup, and Threat.  These objects were developed to convey persistent information between separate components of the C3 Grid.  The Geometry object, for example, is published by the Battlefield Geometry Service (BGS) federate.  It enables other federates to define linear and aerial features on the battlefield, such as phase lines or named areas of interest, and performs the calculations that determine which platforms and other battlefield objects are to one side or the other or are inside and outside of the geometry.  This service is performed using both ground truth entity positions, as well as the (possibly inaccurately) perceived locations of entities.

3.2.2 Interactions

The JVB FOM also defines a large number of interactions.  Figure 3 shows a top-level view of the interaction classes.  
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Figure 3  Top Level View of Interaction Classes

There are three broad classes of interactions; IPC (InterProcess Communication), Networking, and SimulationServices.  

3.2.2.1 Interprocess Communications Interactions

The IPC interactions were developed to help with federation initialization activities.  In a nutshell, the approach that JVB has developed to create and initialize scenarios is to first lay the scenario down at an aggregate level, in terms of unit types, sizes, and locations.  Then, the units are disaggregated into individual entities, including their equipment, and the disaggregated states are saved.   Next, the units and/or individual entities are assigned to the federates that will be participating in the exercise.  At federation initialization, the saved initialization data are read in and each participating federate is notified as to what entities and equipment it will be playing.   The IPC interactions were developed to support this process.

The connection between these interactions and JVB’s analysis requirements is indirect, but very important.  The federation must be flexible enough to be able to model a wide variety of system and organizational concepts.  This means that JVB must be able to swap in different federates in order to model units, entities, and equipment at levels of fidelity that are appropriate to the study being performed.  JVB’s approach of defining the scenario first at a high level allows for rapid development and modification, which permits early validation and feedback on the overall scenario.  The subsequent disaggregation and assignment to federates at initialization allows for more rapid reassignment of simulated entities to federates.  

3.2.2.2 Networking Interactions

Network centric warfare will depend critically upon the speed, quality, and robustness of communications.  This means that the JVB will need to explicitly model these aspects of communications during an exercise in order to help uncover the strengths and weaknesses of different Objective Force concepts.  Figure 4 shows the Networking interactions that JVB has developed to model communications.
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Figure 4  Networking Interactions

The two top level Networking interactions are the Communication interaction, which is issued when a federate needs to model the sending of a message, and the CommunicationAchieved interaction that reports on the results of sending the message.  When a Communication interaction is issued, it is sent directly to the federate that models the communications network being simulated.  That federate determines the latency, degradation in quality, and any other transmission/propagation effects on the message.  After the computed latency has passed, the communications federate issues a CommunicationAchieved interaction to the receiving federate and also reissues the Communication interaction, also to the receiving federate.  A unique MessageID is assigned to each Communication interaction to ensure traceability to the CommunicationAchieved interaction and through any subsequent processing by other federates.  The sender and intended receiver of the current message are also recorded.  The Communication interaction is further broken down into Awareness, which carries status and situation reports, Command, which carries commands to units and individual platforms, and Service, which carries messages, such as requests for information from other units.

3.2.2.3 SimulationService

The third major class of interactions that was developed for the JVB federation is the SimulationService class, as shown in Figure 5.
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Figure 5  SimulationService Interactions

SimulationService interactions were added to the federation to enable communication between JVB components that were not modeling explicitly communicated messages.  The AggregateUnitStatus interaction is used to enable OTB to pass a unit’s status information to C3 Grid components attached to that unit.  The FireEngagement contains a set of child interaction classes that are published as each step in the firing chain (call for fire, fire mission assignment, targeting, firing, damage assessment, etc.) is completed.   Perception is used to pass perceptions of own and other entity and unit status among various components that each model a portion of a unit or entity’s functions.   Propagated is used to handle signals propagated through the environment by the propagation federates.  RoutePlanning is used to request and receive routes from the Route Planning Service.  SensorPlatform is used to report on the performance of sensor models
.  The Tasking class is used to carry high level orders from Eagle C2 to C3 Grid components that will refine them and possibly expand upon them before sending them to one or more OTB units.

4 Lessons Learned 

As might be expected, development of such a complex simulation environment has been a very educational experience for all involved.  This section summarizes some of the lessons learned to date by restating key design decisions that have been particularly successful and should be considered by future federation developers.  It concludes with a discussion of several ongoing collaborations between JVB and other programs, highlighting the benefits to the various participants.

4.1 Classes Based on Service Provided or Functions Modeled

The object class hierarchy documented in the JVB FOM was organized largely without consideration of which federates would instantiate which objects.  Instead, the FOM was organized around the simulation ‘threads’ (sensing, fires, command and control, maneuver, etc.) and real world processes that would need to be simulated and the points along each where the developers knew data would need to be collected.  This helped the developers to produce well defined federates that could be replaced with manned workstations or higher fidelity simulations without significantly affecting the rest of the federation.

4.2 Separation of Communicated and Non-Communicated Information

The JVB FOM makes an explicit separation between information that is to be communicated between ‘real world’ entities in the battlespace and information that is communicated between federates in the course of executing the federation.  This was critical to being able to model different communications topologies without having to rewrite the operational behaviors of the federates that were using those communications.  

4.3 Message Delivery Scheme

The JVB takes advantage of the HLA concept of routing spaces to implement its modeling of communications.  Federates that send messages publish them to one region of a routing space.  Federates that are to receive these messages subscribe to a different region.  The federation’s communications modeling service reads from one region, performs its modeling functions, and then publishes to the other region.  Taking this approach avoided any confusion about whether messages had been passed through the comms service without requiring any cumbersome flagging or other work arounds to track where a message was in the process.

4.4 Separation of Ground Truth and Perception

The federation maintained a clear distinction between ground truth information and perceived information.  This was essential to tracking changes in the quality of perception due to changes in sensor capabilities or communications. 

4.5 Multiple Use/Collaboration

One of the stated goals of the JVB program has always been that it would focus on integrating existing capabilities whenever possible, and would build only what was not otherwise available.  Because the scope of the JVB would extend across a number of domains, another objective of the program was to bring in experts in the different domains to integrate their models and lend their expertise, rather than trying to do everything ‘in house’.  

One of the most gratifying lessons learned on this effort is that, contrary to the popular wisdom, collaboration between programs with different sponsors and even between programs associated with different services is a practical reality.  The sharing of expertise, data, and software has a potentially enormous impact on federation development.  It also directly supports a program’s analysis requirements by allowing the federation developers to make use of components developed by experts in other programs, increasing the accuracy of the data collected.  Collaboration can also help to validate a federation’s design and can provide access to additional input data. In addition, collaboration can potentially shorten the VV&A process, by virtue of using legacy software as well as by the common data source enabled by the JVB component architecture. Often, legacy software has already undergone the Verification and Validation process, depending upon its intended use. The JVB is unique in that the architecture utilizes legacy software as much as feasible, but also uses common components. The common components use verified and validated data and algorithms where possible, and are updated as one source.

This section discusses the ongoing collaboration between JVB and two other programs.  

4.5.1 ACS

4.5.1.1 Overview

The Aerial Common Sensor (ACS) will be a multi-function system that will provide the Army with a self-deployable airborne reconnaissance, intelligence, surveillance and target acquisition capability for the 21st century.  The system will likely consist of multiple aircraft carrying a variety of different types of sensors, including electro-optical (EO), infrared (IR), communications intelligence (COMINT), electronic intelligence (ELINT), synthetic aperture radar (SAR), and moving target indicator (MTI).  The ACS program is a simulation based acquisition program.  It began with a concept exploration (CE) phase, and is now beginning a component advanced development (CAD) phase.  During the CE phase, three competing teams developed models of their system concepts to be evaluated in a common operational level environment that was capable of simulating different threat scenarios and weather conditions.  The HLA based federation that was developed for use during the CE phase was an operational level federation, as opposed to an engineering level, whose purpose was to provide insight into the strengths, weaknesses, and overall effectiveness of the competing system concepts in a variety of missions, under varying environmental conditions.    

The ACS CE federation began before the JVB program.  It was based upon the same component based architecture as JVB.  The two programs share many staff members, and so collaboration between them has been significant and continuous.

4.5.1.2 Basis for FOM

One of the principal areas of collaboration between ACS and JVB has been in the development and refinement of the component based architecture.  This is most evident from a comparison of the federation object models (FOMs) used by the two programs.  The JVB program started with the ACS FOM and has extended it to accommodate the broader scope of JVB, while maintaining significant commonality with ACS.  The basic Platform, Emitter, and Sensor object classes are present in both FOMs, as are interaction classes that model the propagation of sensed information through the environment and report the results of sensor detection processing.

The two programs have evolved along separate, parallel paths during the past year, and some incompatibilities have begun to appear between the ACS and JVB FOMs, reflecting the different focus of each program.  However, beginning in April of this year, the two programs have begun working on reconciling the two FOMs, with the intention of maintaining a single FOM that will be used by both programs.

4.5.1.3 Model Reuse

The commonality of architecture and FOMs between ACS and JVB has also meant that the two programs have been able to share a number of common components.  The EO/IR and RF propagation federates developed under ACS have been transition to the JVB environment, where they have been extended to work with the CTDB format used on JVB.  The Eagle Disaggregator Model (EDM), a program that takes aggregate unit descriptions from the Eagle model and expands them into individual entities on the battlefield, has also made the transition from ACS to JVB.  Another component that is being used in both programs is the Data Analysis Tool.  This tool can read in a FOM and enable an analyst to develop, execute, and display the results of database queries in terms of the objects and interactions in that FOM.  Libraries of queries can be built up and executed across multiple databases collected during different executions of a federation.

The reuse of federation components is not a one-way street, however.  During its CAD phase, the ACS federation will be using the Eagle, C3 Grid, and OTB components integrated into JVB to enhance the realism of its target behaviors.  ACS is also expecting to make use of additional terrain data, scenarios, and target data being developed to support JVB.

4.5.2 JSB

4.5.2.1 Overview

The Air Force’s Joint Synthetic Battlespace (JSB) is another distributed simulation program that has established an ongoing collaboration with the JVB and ACS programs.  Like the two Army programs, JSB has adopted a component based architecture.  Where the JSB differs is in the scope and depth of their modeling effort.  The JSB program is focusing on modeling the interaction between targets, sensors, and the environment at a significantly higher level of fidelity than JVB.  Not surprisingly, JSB is also concentrating more heavily on modeling airborne entities and on air-to-ground and ground-to-air interactions.

Despite the difference in focus, designers and developers from all of these programs continue to meet regularly to exchange documents, software, and insights gained from their various activities, to the benefit of all of the participants.

4.5.2.2 Starting from a Common FOM 

Like JVB, JSB has also taken the ACS FOM as their starting point.  The JSB program has extended this FOM in a number of areas.  Some of their extensions will enable them to model dynamic and heterogeneous weather to better support the specific sensor models that they are planning to use.  The JSB federation developers have made conscious decisions to maintain consistency with the ACS FOM when possible.  At a technical interchange meeting during March of this year, the developers from the three programs discussed an approach to working toward reconciling the FOMs of all three programs, beginning in the summer of 2002.

4.5.2.3 Model Reuse

The JSB program is also continuing to collaborate with the JVB and ACS programs to foster the exchange and reuse of common simulation components.  As examples, JSB is integrating an MTI-SAR sensor model initially developed for the ACS CE phase, the ACS and JVB programs are planning to use the higher fidelity propagation federate being developed by JSB, JVB is planning to use the same versions of JointSAF as JSB to model Air Force ISR platforms.  JSB is also integrating the SIGINT model developed by PM Prophet, and as a direct result of this, the ACS and JVB programs are also planning to integrate the Prophet model into their environments.

5 Conclusions

Analysis requirements have always played a central role in the design and implementation of the Joint Virtual Battlespace.  This focus has produced a component based simulation architecture that is proving to be flexible, robust, and scalable.  The soundness of the approach is also being confirmed by the increasing level of interest from and active collaboration with other programs.  
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� The distinction between emitters and sensors is a continuation of the design begun in the ACS federation [1], and the reader is referred to that paper for details on the modeling of sensing and environmental effects on signal propagation.


� The modeling of signal propagation and sensing follows the approach used in the ACS Concept Exploration federation.  The interested reader is referred to [1] for details.
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