A White Paper

A Common Distributed Virtual Development Environment for all Army Systems


Information and communications technology have advanced to the point that a capability exists for almost instantaneous communication of highly accurate (but not perfect) battlefield information – from both friendly and unfriendly sources. The Army of today, and indeed the joint community, operates in a much more tightly integrated fashion than in the past, taking advantage of the new technologies. A combined arms force can replan on the fly, accurately target a moving enemy, and coordinate massed effects in real time. The Army’s Transformation Campaign Plan states an intention to take further advantage of the evolving  new capabilities by becoming lighter, more responsive, more lethal, and more survivable.


The introduction of a lighter force creates a serious vulnerability to degradation in the same information operations that enables it to operate in the first place. It is absolutely critical that in the design of the Objective Force, the Army take a system-of-systems approach to the problem. The introduction of the FCS, for example, may require fundamental changes in the way the C4ISR connects – effectively integrates – all the other elements of the system of systems – both supported and supporting. A definite need exists for a common design and development environment for the system of systems, in which the C4ISR and the entities it connects can be tested holistically. Today that environment exists in the field. Once hardware and communications nets are physically realized, at least in prototype form, they can be connected together with real soldiers and tested in an operational environment. Even there, limitations exist. Due to training considerations and the delicacy of prototype computer and communications hardware, deliberate degradation of information operations (for example, hacking) often is not allowed. The consequence could be an unrealistic set of expectations going into a real-world operation.


The need exists to examine the design and integration issues for the Army system of systems earlier in the development cycle, with men in the loop, and in the context of a full range of information operations scenarios. The environment for this examination should be consistent for every system in the Army, and it should cover the full range of scenarios of expected operations. System elements should exchange information based on the actual capabilities of sensors and communications networks in various environmental conditions. Developmental and operational test of every element considered for fielding should take place in a fully populated operational environment.  A distributed virtual development environment could address these requirements.


Technology and individual models exist today for the assembly of a common simulation environment with common combined arms scenarios for requirements examination, development of virtual prototypes, doctrine testing, Manprint, development of embedded training, and as a framework for operational testing. The Army operates as combined arms units supported by non-combat units, in various battle and non-battle situations, emphasizing the capabilities of different systems, but using capabilities synergistically in a system of systems. It would make sense to have a common development environment that supports the representation of those various operational situations. Currently, for example, we develop and test missile defense systems without examining them in the context of the ground combat they support. Currently ARSPACE, as directed by CINCSPACE, has the mission of integrating space assets into the Army’s system of systems, again without an integrated system-of-systems simulation to include ground combat. 


A distributed environment will permit the integration of all Army elements, at constructive, virtual, and live levels, by a C4ISR architecture that operates on perceived or real-world data rather than corrupted perfect data as is usually done now. The architecture must be reconfigurable, so that different C4ISR arrangements can be tested, especially with men in the loop. By making the environment distributed, the proponent of each system can be the final authority (validated by the testers) on the performance of each system. A distributed environment also allows operation at varying levels of fidelity, and the incorporation of mockups, engineering level virtual prototypes, and actual prototypical equipment.  While many locations will have access to a full suite of models, distribution implies that experiments and tests can be conducted from different geographical locations, such as the different TRADOC schools. The environment can be used to enrich and extend real-world exercises, and to enhance operational testing.  Furthermore, it enables the assessment and development of required changes to the information operations architecture with the integration of new systems.


Using a set of integrated models rather than one unified model is economical, because many good models of pieces of the Army system of systems already exist. By incorporating models at different levels of fidelity, the area of emphasis for a specific activity such as requirements development, or for a specific system or systems pair (such as the Comanche and the FCS) can be studied at as high a fidelity as required.


Virtual engineering prototypes or high fidelity constructive models will be necessary. The development contractor today typically builds one, such as ATCOM for Comanche. On the one hand, the virtual prototype itself can then be tested in the Army’s standard (virtual) combined arms environment. On the other hand, the engineering level simulation can be used to vet its lower fidelity instantiations in the many-on-many combat models. The government should make these models deliverables, with a VV&A plan, under the development contracts. It should also require the contractor to deliver the models with a working HLA interface. If the development contractor is licensed to use the virtual environment in his development, he can perfect the HLA interface, use the environment for analysis and developmental test, and even participate in exercises with the government before any of his deliverables are due. This situation would be ideal during competitive concept definition studies.


The use of mockups and prototypes can be used to work out the human-in-the-loop issues, and develop the training procedures and software, concurrently with the hardware development. Work can be done on the development of maintenance procedures in an operational environment. Tactical digitized workstations and equipment can be interfaced directly into the environment and interact with it. Use of actual C4ISR equipment is not only more realistic: it is an ideal way to put men in the loop.


This environment could be built up gradually, starting with the first available useful pieces.  EADTB could be used for the reconfigurable information operations model. Testbed Product Office is already using it in that role in work for JFCOM. EADSim could be used for missiles and UAV’s. SMDC has a prototype HLA interface in place for the two models. ATCOM is a very high fidelity Comanche model which is under consideration for use in Comanche operational testing and has interfaced with EADTB in the past. There is also a VPG RAH-66 Comanche Simulation which is already HLA compliant. Pending the delivery of FCS models, Janus has an HLA interface and could be used not only for ground combat, but also for lower fidelity FCS modeling. Finally, there is IUSS, a model of dismounted infantry individuals. This linkage of models can be run with and without men in the loop.


The work on the environment could be started by a project that has a current need: FCS is a potential example. With the initial pieces in place and functional, the environment could be expanded to fill special needs. For example, trafficability of the terrain will be a concern of FCS. ModSAF has, and OneSAF will have, dynamic terrain which can interact with ground vehicles. A program like Comanche will not be as interested in terrain interactions, but will be more interested in atmospheric variations. Once features like dynamic terrain are developed and in place for the architecture, they should be optional depending upon the focus of the analysis.


Once the linkage of models has been established, the requirements or the benefits of every new proposed system can be tested in the context of the Army’s current systems. Because the C4ISR architecture will be reconfigurable, the new system can also be examined in the context of a perhaps more optimal integration into the system of systems. Advances based on technology projections can be tested within a virtual future architecture.



A development program leveraging such an environment might take place in the following way: The Army identifies a warfighting requirement, and uses the virtual environment, with soldiers in the loop to ascertain that the requirement can only be met through a new materiel development. An examination of technology trends determines that a materiel development to meet the new requirements may be feasible and affordable. A simple object or objects is simulated with the new requirements. It is examined at a fairly low level of fidelity in a constructive version of the virtual environment to examine whether the requirements are defined appropriately, and whether the benefit justifies the projected cost (this is not different from current procedures).


At this point a competitive technology demonstration is begun. Each contractor has access to the distributed set of models and sims that make up the government’s operational environment reflecting the time frame projected for system deployment. As development and testing yields data, a government prototype design is begun, and the data and design information update and refine the simulation object(s). A higher fidelity version of the simulation environment is invoked, providing for real-time man-in-the-loop evaluation of initial O&O. As the design progresses, construction of a mock-up with reconfigurable human interface permits initial MANPRINT development. This capability is also used for further O&O development, and a look at TTP’s. The Army makes all its simulation results and insights available to the contractors.


As the contractors refine their designs in light of their respective technology implementations, they make object-oriented HLA-compliant versions of them available to the government for evaluation. Because they have developed their simulation objects in the government’s virtual environment, their HLA interfaces permit immediate use in government evaluations. Evaluations at this point can focus on two issues: Does the system of systems integration as defined support the utility of the new object for best effectiveness of the system? If the technology projections for the new object materialize, will that technology meet requirements for object performance in the system-of-systems? The answers to these two questions enable not only adjustment of the requirements on the new development, but also adjustments in the system of systems, and, by extension, in the requirements on concurrent materiel developments


At the time of final downselect, the contractors should deliver detailed engineering-level prototypes with working, fully tested HLA interfaces. In a very high-fidelity environment, these prototypes can be subjected to simulated live-fire testing using hydrocodes and other models to evaluate their interaction with weapon rounds. Prototype guns can “shoot” at other physics-based objects; prototype sensors can acquire and detect them according to their signature(s) in a virtual atmosphere. Soldiers can “operate” the virtual prototype object from a mockup linked into the virtual environment. Maintenance technicians can “repair” the virtual object with head-mounted displays, gloves, and virtual tools. At the time of initial operational test and evaluation, the new equipment will be integrated into the virtual combined arms distributed network. Evaluation will be enabled not only at the equipment level, but also at the level of combined arms unit performance, allowing the measurement of system attributes and behaviors that actually contribute directly to unit success in an operation. The simulation setup supporting operation and that supporting virtual repair will become the simulation-based training for the materiel development, allowing training to be complete at the time of deployment of the new item of materiel.


The common virtual development environment would be a unifying mechanism for the Army’s, and even the Joint, system of systems. It would address issues we can never test in the real world. It would provide a common playing field for all systems development, and a rational way to examine requirements for new capabilities. It could incorporate as many, or as few, elements as would play in a given scenario. And it would allow maintenance, training, and force integration issues to be addressed concurrently from the earliest point in system development. 

